
Running Head: SBA LOAN – Final Report  1 
 

 

 

 

Sam Loyd 

SBA Loan – Final Report 

November 2020 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SBA LOAN - Final Report  2 
 

Executive Summary 

 The purpose of this project was to analyze the Small Business Administration data set 

containing information on small business loans from 1961 to 2014 in order to provide 

predictions on two key features. Predicting loan repayment was the primary objective since 

these loans are backed by the U. S. government.  A secondary consideration for predicting job 

creation was included. A successful model would allow for the selection of repaid loans 

providing the highest returns in the form of new jobs. 

 The analysis concluded that most loans were repaid. It also discovered that most of the 

loans had created no jobs. There were several examples of high value outliers in most features 

that made the analysis more challenging. Methods to minimize the impact of those values were 

utilized. Features were excluded to minimize concerns of racial bias. After the data was 

understood, it was cleansed and prepared for modeling. Ultimately, two models were selected. 

One was selected to create a prediction for loan repayment and the other for the number of 

jobs a loan would create. Each of these were trained using the same subset of data. Testing and 

validation of their ability to predict those values was performed against the same two 

remaining samples of data.  

 The ability to predict loan repayment proved very successful. It was also the most 

straight forward of the two models to work with. The job creation model, while successful at 

explaining most variance in predictions left some concerns given the seasonal or time-based 

data that was required to achieve positive results. This model will require additional monitoring 

and may prove troublesome in a production environment due to drift caused by changing data. 

More research is required against current data to validate its success. 
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Abstract 

The loans in this data set were provided by the American Statistical Association (ASA) as 

a teaching tool in introductory statistics and uploaded to Kaggle (2020). This data once 

understood and prepared in a usable format was used to train predictive models for use against 

future data sets.  The primary goal of this project was to determine the likelihood of loan 

repayment. A secondary goal was to provide a value predicting the number of new jobs each 

loan request is likely to create.  

Introduction - Background of the Problem 

The funds used to provide small business loans are commonly backed by the 

government through the Small Business Administration (SBA). Up to eighty-five percent of a 

default can be repaid by the Small Business Administration to the banking institution holding 

the loan (SBA, 2011).  In that spirit, predictions were desired to make sound selections. The 

purpose of this analysis was to look at two target variables to not only determine loan 

repayment, but to also maximize the number of new positions created per dollar invested. 

Predictions could then be used to target future loans to businesses that are likely to repay their 

debt while at the same time providing a recommendation allowing for the largest return to the 

taxpayer in the form of new jobs.   

Before data preparation the data set consisted of twenty-seven variables. There were 

ten features that focused on the borrower and included descriptive information about the 

business. These were loanNr_ChkDgt, name, city, state, zip, noemp, newexist, urbanrural, NAICS 

and franchisecode. LoanNr_ChkDgt serves as a unique identifier and as such was not part of the 

analysis. Noemp provided a current count of employees at the time of the loan request. 
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Newexist indicated whether this was an existing business, and urbanrural indicated the setting. 

NAICS and franchisecode provided industry standard coding and franchise coding information. 

The next grouping of features focused on the lending institution. Bank and bankstate fell into 

this category. The remaining fifteen features provided data on individual loans. Two of these, 

MIS_status and createjob, were the target variables.  Chgoffpringr and chgoffdate provided 

information about a default and had to be guarded against providing future data to any model 

(Kagan & Brack, 2020). Balancegross carried similar concerns. SBA_appv indicated the amount 

of risk carried by the Small Business Administration. The entire loan amount requested of the 

banking institution was provided in grappv. Term indicated the repayment time allocated for 

the loan given in months. The date and fiscal year the loan was approved was provided in 

approvaldate and approvalfy. RevLineCr indicated whether the loan was part of a revolving line 

of credit. If the loan was part of a low documentation program, that was indicated in the 

lowdoc feature. Disbursement amounts and dates were noted in the disbursementamount and 

disbursementdate features. And finally, the number of jobs retained over the loan was also 

indicated by the retainedjob feature. This also carried concerns of future information. Data was 

included for 899,164 total loans. 

The following chart shown in figure one was taken from a supplemental attachment 

included with the data set that shows original data types and a brief description. 

Figure 1 

SBA Descriptions 
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Note. From “Should This Loan be Approved or Denied? A Large Dataset with Class Assignment 

Guidelines” by Li, M., Mickel, A. & Taylor, S., 2018, Journal of Statistics Education, 26(1), p. 56. 

Methods 

The CRISP-DM methodology was implemented for this project (Siegel, 2016). As such, six 

iterative stages were followed. 

• Business Understanding 
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• Data Understanding 

• Data Preparation 

• Modeling 

• Evaluation 

• Deployment 

In the context of this paper, the first four will be covered in the current methods section. The 

evaluation and deployment phases of CRISP-DM can be found in the results and conclusion 

sections. 

In the business understanding phase, domain research was conducted. Here there were 

several findings that influenced the data and progression of this project. The first involved a 

consideration of racial bias. Using local geographic information such as a zip code for loan 

approval brings significant moral and legal concerns (Siegel, 2016). Racial demographics could 

surface resulting in bias. For that reason, it was excluded in data preparation. Next it was 

discovered that the maximum loan amount allowed by the SBA is five million dollars (SBA, 

2011). Since the SBA is responsible for up to 85% any loan, loans with an SBA approval of over 

$3,750,000 in the data set were invalid. Any loans over that would need to be removed in the 

data preparation phase.   

During the data understanding phase, distribution was analyzed. This analysis was 

performed in R Studio. Most continuous variables indicated positive skew. This was backed up 

visually and by statistical methods. The following graph in figure two illustrates this finding.  

Figure 2  
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SBA Loan Approval Histogram

 

These findings of skew were typically exacerbated by many outliers. These were high 

positive values and were found on most of the continuous features. Except for invalid data 

mentioned in the business understanding phase, I decided to keep these outliers as they could 

have significant impact on predicting job creation values that were also highly affected by large 

positive outliers. Figure three is such an example. 

Figure 3 

SBA Approval Amount Box Plot 
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As such, Spearman’s method was used to conduct correlation analysis. No significant 

correlation was noted for any feature to either target variable. To address the determination of 

a non-normal distribution, non-parametric models would be considered in addition to 

performing log ten transformations as necessary. Missing data was also evaluated, and it was 

determined that chgoffdate should be removed due to the large number of missing values in 

addition to the provisions against future data. 

In the data preparation phase, several variables had to be converted to the appropriate 

data types. Encoding methods were deployed to address several categorical variables. One-hot 

encoding was the method of choice, but for features with high cardinality, binary encoding was 

also used. Rows and columns were removed in this phase as noted in the business and data 
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understanding phases. Two features were created. One was used to transform the information 

from MIS_status into a more usable format for modeling found in MIS_logical. The month a 

loan was approved was pulled from approvaldate and used to create the month feature which 

was later encoded via one-hot encoding. Features carrying risk of future data were removed. 

The data set was split into three sets for training, testing and eventual validation. This was done 

in a 60/20/20 ratio. The latter set was used to ensure against model overfit to the training and 

testing data sets. 

Two models were required to best address the target variables. A classification model was 

used to determine if a loan would be repaid. Several models were compared using the Pycaret 

library. This library was also eventually used to tune the model with hyperparameters. Top 

contending models were ensemble models, and the Catboost model was selected as having the 

best fit for this data set. Since it was discovered in the analysis phase that most loans were 

repaid, a hyperparameter based on that ratio was provided to the model to allow for greater 

accuracy as measured by the area under the curve. Over forty features were eventually used to 

train the model. As a reminder, encoding leads to a splitting of one feature into several 

accounting for much of the increase in feature count noted from the original data set. Figure 

four shows all the models that were evaluated for the classification of loan repayment. 

Figure 4 

Loan Repayment Model Selection 
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For predicting job creation, a regression model was deployed. Initially, this variable proved 

challenging to predict, but adding month and fiscal year from the approval features overcame 

that obstacle. First attempts were unacceptable and ultimately required the time-based 

features to achieve an acceptable level of performance. As in the previous model, the Pycaret 

library was used for model comparison and in parameter tuning. Ensemble models were the 

most effective in this evaluation as well. Light Boost Gradient Machine or LGBM model was 

eventually selected as having the best fit. Hyperparameters for the number of leaves and 

estimators proved the most beneficial in this case.  Over fifty variables provided positive impact 

on the model and were ultimately selected to train the model. Figure five provides a list of 

regression models that were considered for predicting job creation.  

Figure 5 
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Job Creation Regression Model Selection 

 

Results 

 The model for predicting loan repayment provided a 95% accuracy rating against the test 

data set and a 93% accuracy rating against the validation data set. The area under the curve for 

both showed a value of 93%.   
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 The regression model returned a R-squared value of 99% for the testing data set. This 

indicates that 99% of the variance in the dependent variable is explainable by the model. Even 

when adjusted for the number of features used to train the model, a value of over 99% is 

returned. For the validation data set, both R-squared and adjusted R-squared values were 98%. 

The root mean squared error for the testing data was approximately 22 and for the validation 

data set was approximately 33. These values were high, but if taken in an aggregation could 

likely meet the original intent of maximizing the selection of job creating loans.  

Discussions - Conclusions 

 Both models proved acceptable results at predicting their target variable. The 

classification model has proven the most successful and is production ready. Given the 

seasonality or time-based requirements for the regression model, I have reservations about 

recommending it for production without a warning of probable drift and ongoing support 

requirements. Skander Hannachi states that unlike traditional predictive models, time series 

forecasting requires model rebuilding before each prediction (2018). Even with constant 

retraining with the most current data, there is a two-year delay between when the SBA reports 

on jobs created and initial loan approval (SBA, 2010). It is unknown if this delay will prove 

problematic in a production setting. That is beyond the scope of my work. I would recommend 

any team implementing this model be made aware of these concerns and have a clear 

understanding of the objectives of both models. At a minimum, scheduling jobs that monitor 

drift is strongly recommended. Coding to support these models should be modular to support 

likely changes to address constant drift. Both models have been saved into pickle files for 

portability within the Python environment. 
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